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ABSTRACT: The web access users have been increasing now a day through the HTML form based search interface. 

The result pages that are displayed from the web database are obtained dynamically for the ease of human browsing. 

The result page retrieved from the deep web database is aligned and labels are assigned for the quick access of the user. 

In this paper we discussed about the automatic alignment algorithm that assign the labels to the result obtained. In this 

wrapper generation in used to extract the exact needed data. Annotating and assigning labels are done automatically for 

every page. All this implementations are done in same huge web database. In order to improve the efficiency and 

effective retrieval of data from the huge database is divided into small database according to the user query. To increase 

the accuracy of  the search results query reformulation and spelling error queries are used. 
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I. INTRODUCTION 

The result pages that are obtained from the deep web structured database. Such type of search is called Web 

database(WDB). A typical search results page returned from a WDB has multiple search result records(SRRs).The 

result page contain data units which describes the real world entity. In the existing Semantic labels are provided. 

Semantic labels for data units is not only important for the above record linking process, but also for storing gathered 

SRRs into a database table for later analysis. In this three phases are included the first phase is alignment phase. In this 

phase, we first recognize all data units in the SRRs and then organize them into different groups with each group 

corresponding to a different concept (e.g., all titles are grouped together). The result of this phase with each column 

containing data units of the same concept transversely all SRRs. Combining data units of the same semantic can help 

identify the common patterns and features among the data units. These common features and patterns are consider to be 

the basis of our annotators.  

      The second phase is annotation phase. Every basic annotator is used to produce a label for the units within their 

group completely, and a possibility model is adopted to determine the most appropriate label for each group. The third 

phase is annotation wrapper generation phase this is used to extract the needed information of  the user. In this phase 

label will be assigned to annotation phases. This is used for the effective retrieval of  data from database. The algorithm 

used in this paper is Ontology matching and alignment algorithm similarly query reformulation and speller challenge 

also included for effective retrieval of data. 

II. RELATED WORKS 
 

[1]Most of the information is in unstructured HTML pages. For example, Amazon lays out in the format consist of 

publisher, label, observations, etc… in the same way in all its book pages. We formally define the notion of a pattern, 

and suggest a model that describes how standards are encoded into pages using a pattern. We present an extraction 

algorithm that uses sets of words that have similar occurrence pattern in the input pages, to construct the template. This 

is used to extract automatically structured data from a collection of pages without any human input like manually 

generated rules or training set. [2] Data extraction from web pages is performed by software modules called wrappers. 
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Automatic generation of wrappers are based on unsupervised inference techniques: taking an input as small set of 

sample pages, perform the wrapping process it will produce a common wrapper to extract relevant data. Due to the 

automatic nature of this approach, the data extracted by this wrapper have anonymous names. 

[3] A large number of web pages contain data structured in the form of “lists”. Many such lists can be further split into 

multi-column tables, which can then use the more semantically meaningful tasks. We first use multiple sources of 

information to split individual lines into multiple field, and then contrast the splits across multiple lines to categorize 

and fix inaccurate splits and bad alignments. In particular, we exploit a quantity of HTML tables, also obtained from 

the Web, to identify likely fields and good alignments. [4] The internet consist of many sources of relational data. For 

example when queried with the name of a user, contact details such as email id. These sites are designed in human 

understandable format that is in the html form. Software system that are using such resources or software agents should 

translate query response into relational form. [5]Most of the online database responds to the user query in HTML 

pages. Which are in the format of easily understandable by users. A novel application for extracting the data from the 

database is ODE (Ontology-assisted Data Extraction). This automatically extracts the query result records from the 

HTML pages. The constructed domain ontology is used during data extraction to identify the query result section in a 

query result page and to align and label the data values in the extracted records.           [6] To propose a semantic web-

based application in enhancing the educational activities, in order to minimize the conceptual gap between instructor 

and learner perception on a particular subject, by semantically relating their cognitive profiles through the use of 

Ontology’s and ontology operations. ontology’s consist of (a) classes, which represent the basic concepts of a domain, 

(b) instances, which are concrete elements of a certain class, (c) relations, which indicate the interrelation between 

classes, (d) properties, which characterize certain classes, and (e) axioms, which represent facts that are always true in 

the topic area of the ontology. [7] A recently proposed approximation technique, locality-sensitive hashing (LSH), to 

reduce the computational complexity of adaptive mean shift. A robust clustering technique which does not require prior 

knowledge of the number of clusters, and does not constain the shape of the clusters, is the mean shift based clustering. 

The most expensive operation of the mean shift method is finding the closest neighbors of a point in the space. The 

problem is known in computational geometry as multidimensional range searching.  

[8]Crawler is a software which is used in the extraction of data from deep web database. The result pages that are 

displayed from the database are in the form of HTML. In order to retrieve the data from the hidden content crawlers are 

used. The usage of this crawler is it increases the efficiency, scalability and performance. From the large input valid 

input will be taken as input. This will identify the possible input combinations as input to improve the efficiency. [9] In 

order to improve the efficiency and to obtain the accurate result query reformulation is used. In this the grammar of the 

user query will be checked. For example instead of giving a long query we can simply quote the query. Similarly the 

spelling error queries are used to check the spelling errors of a user. This will used to produce the accurate result if the 

user is unaware of the spelling. 

[10] In order to provide metadata about the contents of web page, the author must first create the content and second 

annotate the content in an additional, a-posteriori, annotation step. that an author needs the possibility to easily combine 

authoring of a Web page and the creation of relational metadata describing its content. a Meta Ontology that describes 

how the annotation and authoring modes of Ont-O-Mat interfere with classes and properties of the ontology proper, and  

new Modes of Interaction that allow for switching easily back-and-forth between authoring and annotation.  

III. ARCHITECTURAL MODELS 

The architecture model (fig 3.1) describes the working process of the data alignment and annotation process. Initially 

the user query is given as an input to the user interface repository and the searching content is available in the 

repository then the result will be obtained. In the repository the aligned and annotated data is stored. So the result 
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obtained to the user will be efficient and effective. If the query is new to the repository then the searching is made in 

the web browser.  

 

 
 

3.1 Architecture Diagram 

 

From the web browser the URL for the new search query is displayed and it will be loaded in a new database. From this 

the alignment and annotation process will carried on. At last the result obtained will be stored in the repository. 

  

IV. PHASES IN THE PROCESS 
 
In the process there are three phases are available. 

 

(4.1) Alignment phase 

In this the URL obtained from the web browser is aligned based upon the general format. The format consist of the 

accurate and needed content for exact retrieval of information. 

 

 (4.2) Annotation phase 

In this phase the aligned URL will be annotated based on the constraints. In this the labels will be assigned to the 

aligned content. The labels are assigned by using the probabilistic model.  

 

(4.3) Annotation wrapper generation phase 

In this phase the exact content is extracted from the database according to the user query. The result obtained is stored 

in the table format for the exact retrieval of data. 

 

V. ONTOLOGY ALIGNMENTS 
 
In order to improve the data retrieval time the ontology algorithm is used. In this ontology alignment and ontology 

mapping algorithm is used. Ontology matching algorithm is used to search content based on the word that is feeded as 
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an input by the user.  It retrieves all possible results from the database and the phases operation will done. By using 

ontology based algorithm the effective data will 

be retrieved.          

 

Ontology based search is an effective process which is explained by the scenario. Instead of searching a data in the 

browser if the person knows the related website then the retrieval of information will be an efficient.    

 

In ontology based approach we are having more number of searching methods like, ontology matching algorithm, 

mapping algorithm, user query search algorithm, similarly there are more number of searching techniques are available. 

Among these methods we are going to use ontology Mapping and matching algorithm.  

 

Generally ontology works as a web crawler. First it searches the web content based on the user query and collects the 

link and stores it in the database. When a user searches the same content it will display the details quickly from the 

stored database called instance repository. 

  

The ontology mapping algorithm is used to search the content based on the font face, font style. If the user going to 

search the content in the same way how the content is available in the web database then mapping algorithm is used 

effectively. Similarly matching algorithm is also used for efficient retrieval of data from web database. 

 

VI. CONCLUSION 

  

This paper describes the effective and efficient retrieval of data from the web database process by using ontology 

algorithm. Similarly the effective retrieval of data will be obtained by using speller query challenge and query 

reformulation. The fast retrieval data is achieved because the huge database is loaded and contain huge amount of data. 

Hence the retrieval is obtained from the loaded database. 
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